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Introduction

• Recap from May GDB
• Evaluation
• LHCB IR
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Goal of the SSC

Answer to the questions:
• what is the overall security situation?
• how well are the different IR procedures interfaced to each

other?
• what are the pitfalls in IR?
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EGI CSIRTs IRTF, in brief
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EGI CSIRT Mission

The EGI Computer Security and Incident Response Team
(EGI-CSIRT) provides operational security for the EGI
Infrastructure. This includes responding to computer security
incidents affecting the infrastructure, which is carried out by
co-ordinating the incident handling activities in the NGIs/EIROs,
RCs, VOs, and where applicable interacting with partner
Infrastructures CSIRTs and CSIRT communities with which
EGI-CSIRT has a trust relationship.
https://documents.egi.eu/secure/ShowDocument?docid=

385&version=12

https://documents.egi.eu/secure/ShowDocument?docid=385&version=12
https://documents.egi.eu/secure/ShowDocument?docid=385&version=12
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EGI-CSIRT

Incident Prevention
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EGI-CSIRT Incident Prevention

• Rota: Security Officer on Duty
(IRTF members 8)

• Handover, follow up in RT-IR
• Security Dashboard: Results

from Monitoring, SVG
• Communication end points in

Goc-DB , ... are tested
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Communication Challenge 2018

see Presentations by Vincent Brillault (OMB)
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EGI-CSIRT

Incident Response
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Incident Response in EGI

Incidents: historical list . . .
EGI-20150925-01 stole ssh user pw / root compromise / bitcoin mining / etc
EGI-20150519-01 Vulnerable VA in appdb, Root compromise cloud tech
EGI-20140113-01 BitCoin Mining using grid technology
EGI-20110418-01 stolen ssh credentials
EGI-20110301-01 bruteforce ssh quite a few of this type
EGI-20110121 web server misconfig
EGI-20100929-01 stolen ssh credentials
EGI-20100722 bruteforce ssh
EGI-20100707-01 stolen ssh credentials/remote vulns in CMSes
EGEE-20091204 stolen ssh credentials/X keyboard sniffing
GRID-SEC-001 stolen ssh credentials
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Incident Response in EGI

Actions, Incident Response Procedure
• EGI CSIRT https://wiki.egi.eu/wiki/SEC01

• Incident is detected/reported, gets recorded in ticket sysem
• affected ResourceCenter(s) get contacted, asked for

confirmation
• if confirmed a heads up gets issued infrastructure wide
• When and how an identity should get suspended (locally

and centrally) is in SEC01.
• Local team is responsible for incident resolution (close out

report), EGI forensics experts support local team on
request
• Procedures need to be aligned across security teams, here

in particular the VO procedures (see Chris’ slides)

https://wiki.egi.eu/wiki/SEC01
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Incident Response in EGI

Incidents: How they spread out . . . all infra
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Incident Response in EGI

Incidents: How they spread out . . . all sites supporting VO LHCB
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The Environment

• EGI/NGI/ResourceCenter model seems to work quite well.
(Local teams get support by experts).
• According to our policies: Security is a site decision.
• EGI CSIRT coordinates operational security activities.
• VO Security team, needs to be part of the IR.
• Practicalities:

• Who/Which CSIRT has access to which information
• Who/Which has access to which access controls

• Can one security team deal with an incident involving
compromised credentials? → No!
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Security Service
Challenges
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SSC what,why,how we did

See slides from May GDB
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SSC Dirac
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SSC-19.03
The Situation

Situation
• Someone massively submitted malware through accepted

channels.
• Malware creates a botnet, CnC hidden behind TOR.
• Botnet can take malicious actions:

• Crypto-currency mining (heavy CPU load)
• DDOS against remote targets
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The Challenge

Challenge

Respond to the above created situation
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The Challenge

• Observe/Orient
• Confirm it is an incident.
• Find out what is the extent of the incident
• Which DNs are involved, which DNs have to be suspended.

• Decide/Act Stop the incident from further spreading
• Suspend the DN, prevent more malicious jobs started.
• Stop malicious jobs
• Understand the latencies of the various countermeasures.

• Understand the incident, forensics needed.
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Security Drills Info gathering
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Security Drills IR actions
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SSC-19.03 timeline

See slides from May GDB
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Report
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Report Generation

Evaluation is based on communications (tickets) with 62 RCs
and logged information from the SSC framework.
Some tickets got scrambled, the results may change a bit after
RCs feedback on the per RC report.
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Report Generation
Data sources

• Transactions in tickets (free text)
• SSC-Monitor log data (bot connectivity, jobs send, jobs

started, etc)
• Suspension monitor
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Suspension-Monitor

• from cron (30 min) uberftp to gatekeepers
• uberftp ran via tor to not loose the monitor
• list of gatekeepers from bdii
• /usr/bin/torify’, ’uberftp’, host.strip(),
• writen to file: Banned/NotBanned, Site, Sevice, Host



10. Jul 2019 28

EGI CSIRT Security Service Challenge SSC-19.03, final report

Report Generation
Ticket transactions

• Use RT’s rest API to obtain 500+ transactions
• Automated analysis: looking for keywords

• Reply to broadcast usually contain original mail
• After a broadcast all keywords in it have to be ignored

• Automation (python script):
• Parsing all input (text, gpg-encrypted, tar, zip, etc)
• Logic: Matching keywords, excluding after broadcasts

• Problem: The more ’specific the questions’ the easier to
parse, but you give away too much information the RC
should find out.
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Report Generation
Metrics/Keywords

• Working well:
• RT: First reaction from site (report/response)
• RT: Submitted glite/Dirac job ID (per site)
• RT: Uniq UUID hidden in jobs (per site)
• SSCMonitor: Last ping from malicious payload

• With false positives (present in broadcasts):
• RT: Malicious user
• RT: Payload files, behavior (IoCs)
• RT: Malicious IPs (IoCs)

• Partial/Missing data:
• Not collected: Affected worker nodes IPs
• BanMonitor: Proxy expired quickly after ban in VOMS
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Report Generation
Exact keywords

• Malicious user:
• Firstname Lastname
• Username

• Payload files, behavior (IoCs)
• ratatosk.sh
• aria2
• Tor, tor-browser.tar.xz, download-tor.sh, torrent
• elf

• Malicious IPs (IoCs)
• 194.171.96.118: Malicious submission
• 194.171.96.106: DDOS victim
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Report Generation

• Set of scripts to extract data from RT-IR, output as CSV
• Ingest into SQLite DB (tagged by metric)
• Calculate site scores
• Generate Site/NGI/Project reports using PyLaTeX
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Report Generation

• For each metric, used last mention as timestamp (or last
communication if no mention)
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Report Generation

• Note where a site doesn’t reply to the broadcast
• Note where there is no data for a particular metric

• because it’s not relevant (DIRAC vs glite submission), or
• because it wasn’t recorded
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Report Generation - Scoring

• For each metric, a score is given as follows:

Score = Min
(

100,DONE × 100× TargetTime
ActualTime

)
• 100 is the max. score obtainable for fulfilling the objective
• Timing starts from initial broadcast on afternoon Friday

15th March
• Responses before that time get max score
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Report Generation - Sections

• Each site report will have three sections:
• Reporting/Communication
• Containment/Operations
• Forensics (General, Network traffic, Payload binary)

• For each section, score is average of scores for each
metric
• Final score is average of the three sections
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Report Generation:
Reporting/Communication

• First Report to CSIRT (target 4 working hours, source
RT-IR)
• Max: 109 hr Mean: 11.4 hr Min: 0 hr
• Includes responses before initial broadcast
• Sites within target for first report: 66%
• Number of sites with no reply: 5
• Max score: 100.0 — Mean score: 69.1 — Min score: 0.0
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Report Generation:
Reporting/Communication
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Report Generation:
Containment/Operations

• User suspended (CE) (target 4 working hours, source
BanMonitor)
• Max: 10 hr Mean: 1.7 hr Min: 0 hr

• User suspended (SE) (target 4 working hours, source
BanMonitor)
• Max: 10 hr Mean: 6.9 hr Min: 0 hr

• Bot last seen (target 8 working hours, source SSCMonitor)
• Max: 387 hr Mean: 16.9 hr Min: 0 hr

• Max score: 100.0 — Mean score: 83.0 — Min score: 0.0
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Report Generation:
Containment/Suspend DN
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Report Generation:
Containment/Suspend DN
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Report Generation:
Containment/Kill malicious proc’s
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Report Generation: Forensics

• Found user (target 8 working hours, source RT-IR)
• Found DIRAC,glite JobID,UUID
• Found indicator of compromise
• Found payload binary
• Max score: 47.0 — Mean score: 7.2 — Min score: 0.0
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Report Generation: Notes

• For forensics, many jobs died over initial weekend, which
made it difficult to carry out forensics
• Scores are necessarily a mix of site performance and

circumstance
• Factors into interpretation
• Broad conclusions can be drawn
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Report Generation: Next steps

• Because of automated process, need validation step
• c.f. WLCG Availability reports

• Propose to send round reports to sites and give window for
comment
• Following this prepare final reports
• Complete this step by end of July followed by submission

of final reports to management
• In parallel, send closing announcement to security contacts
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Summary
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Summary

Incident response landscape in distributed infrastructures is
complex. If we adhere to our policies, i.e. act predictably for all
involved security teams, we can largely minimize the impact of
a large scale incident. If we don’t, chances are that the service
availability for a VO will be largely degraded.
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Goal of the SSC

Answer to the questions:
• what is the overall security situation?
• → In general good
• how well are the different IR procedures interfaced to each

other?
• → could/needs to be better
• what are the pitfalls in IR?
• → lack of collaboration of the Security Teams,

unpredictable behaviour of the partners



SSC: how did it go and what we learned

Christophe HAEN

On behalf of the LHCb Computing group
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How it went ?

1) First contact

Email sent to the mailing list declared in the VOCard
⇒ No answer

2) After a reminder

One person (let’s call him Paul) from the mailing list forwarded to
another operational mailing list
⇒ Not followed up

3) After more reminders

Experts gave instructions to Paul how to get the required info
⇒ Took a while, but Paul sent back the information
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Why it took so long?

Mailing list in the VOCard

Clearly, not the good one:

Operational team was not aware at first

Paul did not know how to retrieve the info

Paul did not even have enough karma to get them

Timing of the SSC was quite unfortunate

The exercise was triggered right when we started a big and difficult
release.

Lack of procedure documentation

No clear guideline on who should react.
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What we learned

Another mailing list in the VOCard

Contains people on shift and experts

Defined clear guidelines for shifters

Who should react when, what can be asked, whom to ask for help,
etc

Technical improvements

Easier to find some information (already developed before the
SSC, waiting for release)

Better banning system on the VO side
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Jobs from DN
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Job attributes
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Questions, comments
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